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#### Abstract

This paper refers to further generalizations of fractional kinetic equation. By using the generalized $M$-Series, solutions of unified fractional kinetic equations are obtained. Solutions are obtained in a compact form containing Wright hypergeometric function by using Laplace transform and Sumudu transform. Certain special cases of our main results are also pointed out.


Key Words and Phrases: generalized fractional kinetic equation, fractional calculus, Laplace transform, Sumudu transform, generalized $M$-series, special function.

2010 Mathematics Subject Classifications: 26A33, 44A10, 33E12, 34A08

## 1. Introduction

The $M$-series was introduced by the mathematician M. Sharma [10], and defined as

$$
\begin{equation*}
\stackrel{\alpha}{{ }_{\mathrm{p}} \mathrm{M}_{\mathrm{q}}\left(\mathrm{a}_{1}, \cdots, \mathrm{a}_{\mathrm{p}} ; \mathrm{b}_{1}, \cdots, \mathrm{~b}_{\mathrm{q}} ; \mathrm{z}\right)={ }_{\mathrm{p}} \mathrm{M}_{\mathrm{q}}(\mathrm{z})=\sum_{\mathrm{k}=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{k}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{k}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{k}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{k}}} \frac{\mathrm{z}^{\mathrm{k}}}{\Gamma(\alpha \mathrm{k}+1)}, ., ~} \tag{1}
\end{equation*}
$$

where $z, \alpha \in C, \Re(\alpha)>0$ and $\left(a_{i}\right)_{k},\left(b_{j}\right)_{k}(i=1, \cdots, p ; j=1, \cdots, q)$ are the Pochhammer symbol given by $(\gamma)_{n}=\frac{\Gamma(\gamma+n)}{\Gamma(\gamma)}$.

The series in (1) is convergent for all $z$ if $p \leq q$, also if $p=q+1$ its convergent absolutely or conditionally when $|z|=1$, and divergent if $p>q+1$.

In 2009, the generalization of (1) was introduced and studied by Sharma and Jain [11], and given as

$$
\begin{equation*}
\underset{\mathrm{p}, \mathrm{q}}{\alpha, \beta}(\mathrm{z})=\sum_{\mathrm{k}=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{k}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{k}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{k}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{k}}} \frac{\mathrm{z}^{\mathrm{k}}}{\Gamma(\alpha \mathrm{k}+\beta)} . \tag{2}
\end{equation*}
$$

The series in (2) is convergent for all $z$ if $p \leq q+\Re(\alpha)$, also it is convergent for $|z|<\delta=\alpha^{\alpha}$ if $p=q+\Re(\alpha)$ and divergent if $p>q+\Re(\alpha)$.
*Corresponding author.

Recently, a new generalization of $M$-series introduced by Faraj et al. [2] in the following manner:

$$
\begin{equation*}
\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\alpha, \beta}\left(a_{1}, \cdots, a_{p} ; b_{1}, \cdots, b_{q} ; z\right)=\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\stackrel{\alpha, \beta}{\mathrm{M}}}(z)=\sum_{\mathrm{k}=0}^{\infty} \frac{\left(a_{1}\right)_{k m} \cdots\left(a_{p}\right)_{k m}}{\left(b_{1}\right)_{k n} \cdots\left(b_{q}\right)_{k n}} \frac{\mathrm{z}^{\mathrm{k}}}{\Gamma(\alpha k+\beta)}, \tag{3}
\end{equation*}
$$

where $z, \alpha, \beta \in C, \Re(\alpha)>0$ and $m, n$ are non-negative real number.
The series in (3) is absolutely convergent for all values of z provided that pm $<$ $q n+\Re(\alpha)$, moreover if $p m=q n+\Re(\alpha)$, the series converges for $|z|<\delta=\alpha^{\alpha}$.

For $m=n=1$ and $m=n=\beta=1$, equation (3) reduces to generalized $M$-series ${\underset{p}{\mathrm{p}, \mathrm{q}}}_{\alpha, \beta}^{\alpha}(\mathrm{z})$ and $M$-series ${ }_{\mathrm{p}} \stackrel{\alpha}{\mathrm{M}}_{\mathrm{q}}(\mathrm{z})$, respectively (see (1) and (2)).

Further, if we take $p=q=1$, equation (3) reduces to generalized Mittag-Leffler function introduced by Salim and Faraj [4] and given as

$$
\begin{equation*}
\stackrel{M}{1,1 ; \mathrm{m}, \mathrm{n}}_{\alpha, \beta}^{M}(\mathrm{z})=E \underset{\alpha, \beta, n}{a_{1}, b_{1}, m}(z)=\sum_{\mathrm{k}=0}^{\infty} \frac{\left(a_{1}\right)_{k m}}{\left(b_{1}\right)_{k n}} \frac{\mathrm{z}^{\mathrm{k}}}{\Gamma(\alpha k+\beta)} . \tag{4}
\end{equation*}
$$

The generalized Wright hypergeometric function was introduced by Wright [14] and defined as

$$
{ }_{p} \Psi_{q}(z)={ }_{p} \Psi_{q}\left[\begin{array}{ll}
\left(\mathrm{a}_{i},\right. & \left.\alpha_{i}\right)_{1, \mathrm{p}}  \tag{5}\\
\left(\mathrm{~b}_{\mathrm{j}},\right. & \left.\beta_{\mathrm{j}}\right)_{1, \mathrm{q}}
\end{array} ; \quad \mathrm{z}\right]=\sum_{\mathrm{k}=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma\left(a_{i}+\alpha_{i} k\right)}{\prod_{\mathrm{j}=1}^{q} \Gamma\left(b_{j}+\beta_{j} k\right)} \frac{\mathrm{z}^{\mathrm{k}}}{\mathrm{k}!},
$$

where $z, a_{i}, b_{j} \in \mathbb{C}$ and $\alpha_{i}, \beta_{j} \in \mathbb{R}-\{0\}(i=1, \cdots, p ; j=1, \cdots, q)$.
Haubold and Mathai [3] established a fractional differential equation between the rate of change of reaction, the destruction rate and the production rate as follows:

$$
\begin{equation*}
\frac{\mathrm{dN}}{\mathrm{dt}}=-\mathrm{d}\left(\mathrm{~N}_{\mathrm{t}}\right)+\mathrm{p}\left(\mathrm{~N}_{\mathrm{t}}\right) \tag{6}
\end{equation*}
$$

where $N=N(t)$ is the rate of reaction, $d\left(N_{t}\right)$ is the rate of destruction, $p\left(N_{t}\right)$ is the rate of production and $N_{t}$ denotes the function defined by $N_{t}\left(t^{*}\right)=N\left(t-t^{*}\right), t^{*}>0$.

A special case of (6), when spatial fluctuations or homogeneities in the quantity $N(t)$ are neglected, is given by the following differential equation:

$$
\begin{equation*}
\frac{\mathrm{dN}_{i}}{\mathrm{dt}}=-\mathrm{c}_{i} \mathrm{~N}_{i}(\mathrm{t}) \tag{7}
\end{equation*}
$$

with the initial condition that $N_{i}(t=0)=N_{0}$ is the number of density of species $i$ at time $t=0$ and constant $c_{i}>0$. If we remove the index $i$ and integrate the standard kinetic equation (7), we have

$$
\begin{equation*}
\mathrm{N}(\mathrm{t})-\mathrm{N}_{0}=-c_{0} \mathrm{D}_{\mathrm{t}}^{-1} \mathrm{~N}(\mathrm{t}), \tag{8}
\end{equation*}
$$

where ${ }_{0} \mathrm{D}_{\mathrm{t}}^{-1}$ is the standard integral operator.

Houbold and Mathai [3], obtained the fractional generalization of the standard kinetic equation (7) as

$$
\begin{equation*}
\mathrm{N}(\mathrm{t})-\mathrm{N}_{0}=-c_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} \mathrm{~N}(\mathrm{t}), \tag{9}
\end{equation*}
$$

where ${ }_{0} \mathrm{D}_{\mathrm{t}}^{-v}$ is Riemann-Liouville fractional integral operator defined as follows [5]:

$$
\begin{equation*}
{ }_{0} \mathrm{D}_{\mathrm{t}}^{-v} f(t)=\frac{1}{\Gamma(\nu)} \int_{0}^{\mathrm{t}}(\mathrm{t}-\mathrm{s})^{\nu-1} f(\mathrm{~s}) \mathrm{ds}(\mathrm{t}>0, f(\nu)>0) . \tag{10}
\end{equation*}
$$

The solution of equation (8) is given by (See [3])

$$
\begin{equation*}
\mathrm{N}(\mathrm{t})=\mathrm{N}_{0} \sum_{k=0}^{\infty} \frac{(-1)^{\mathrm{k}}}{\Gamma(\nu \mathrm{k}+1)}(\mathrm{ct})^{\nu \mathrm{k}} . \tag{11}
\end{equation*}
$$

Further, Saxena and Kalla [6] considered the following fractional kinetic equation

$$
\begin{equation*}
\mathrm{N}(\mathrm{t})-\mathrm{N}_{0} f(\mathrm{t})=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} \mathrm{~N}(\mathrm{t}),(\Re(\nu)>0), \tag{12}
\end{equation*}
$$

where $N(t)$ denotes the number of density of a given species at time $t, N_{0}=N(0)$ is the number of density of that species at time $t=0$ and $c$ is a constant.

## 2. Solution of generalized fractional kinetic equations by using the Laplace transform

In this section, we will establish and derive the solution of the generalized kinetic equations involving the generalized $M$-series (3) by applying the Laplace transform.

Laplace transform [12] of the function $f(\mathrm{t})$ is defined as

$$
\begin{equation*}
\mathrm{L}\{f(t): \mathrm{s}\}=\int_{0}^{\infty} \mathrm{e}^{-\mathrm{st}} f(\mathrm{t}) \mathrm{dt},(\Re(\mathrm{~s})>0) . \tag{13}
\end{equation*}
$$

and convolution theorem is given by

$$
\begin{equation*}
L\{f * g\}(s)=L\left\{\int_{0}^{t} f(t-\xi) g(\xi) \mathrm{d} \xi\right\}=L\{f(s)\} . L\{g(s)\} . \tag{14}
\end{equation*}
$$

Laplace transform of the Riemann-Liouville fractional integral operator given by Erdélyi et al. [1] as

$$
\begin{equation*}
\mathrm{L}\left\{{ }_{0} \mathrm{D}_{\mathrm{t}}^{-\mathrm{v}} \mathrm{~N}(\mathrm{t}): \mathrm{s}\right\}=\mathrm{s}^{-\nu} \mathrm{N}(\mathrm{~s}) \tag{15}
\end{equation*}
$$

and also

$$
\begin{equation*}
\mathrm{L}\{\mathrm{~N}(\mathrm{t}): \mathrm{s}\}=\mathrm{N}(\mathrm{~s}) . \tag{16}
\end{equation*}
$$

The following Lemmas are required to prove our main results.

Lemma 1. For $\Re(\gamma), \Re(\sigma), \Re(s)>0$, the following Laplace transform of generalized $M$ series $\underset{p, q ; m, n}{\alpha, \beta}(z)$ holds true:

$$
\begin{align*}
& L\left\{t^{\gamma-1} \underset{p, q, m, n}{\alpha, \beta}\left(t^{\sigma}\right): s\right\} \\
& =s^{-\gamma} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \mathrm{p}+2^{\Psi_{\mathrm{q}+1}}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, \mathrm{~m}\right),(\gamma, \sigma),(1,1) \\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),(\beta, \alpha)
\end{array} ; s^{-\sigma}\right], \tag{17}
\end{align*}
$$

where ${ }_{p+2} \Psi_{q+1}($.$) is given by (5).$
Proof. By taking (3) and (13) into account, we can easily obtain the required result (17) after a little simplification.

If we take $\gamma=\beta$ and $\sigma=\alpha$ in (17), then a special case of (17) is given by following lemma.
Lemma 2. For $\min \{\Re(s), \Re(\alpha), \Re(\beta)\}>0$, the Laplace transform of (3) is given by

$$
L\left\{t^{\beta-1} \underset{p, q ; m, n}{\alpha, \beta}\left(t^{\alpha}\right): s\right\}=s^{-\beta} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \mathrm{p}+1 \Psi_{\mathrm{q}}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, \mathrm{~m}\right),(1,1)  \tag{18}\\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),
\end{array} ; s^{-\alpha}\right] .
$$

Theorem 1. Let $c, w, \nu, \gamma, \sigma \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $p m \leq q n+\Re(\alpha)$. Then, the solution of the following generalized fractional kinetic equation

$$
\begin{equation*}
\mathrm{N}(\mathrm{t})-\mathrm{N}_{0} \mathrm{t}^{\gamma-1} \underset{p, q ; m, n}{\alpha, \beta}\left(w t^{\sigma}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} \mathrm{~N}(\mathrm{t}) \tag{19}
\end{equation*}
$$

is given by

$$
\begin{align*}
& N(t)=\mathrm{N}_{0} t^{\gamma-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r} \\
& \times{ }_{\mathrm{p}+2} \Psi_{\mathrm{q}+2}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, \mathrm{~m}\right),(\gamma, \sigma),(1,1) \\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),(\beta, \alpha),(\gamma+\nu r, \sigma)
\end{array} ; w t^{\sigma}\right] . \tag{20}
\end{align*}
$$

Proof. Applying the Laplace transform on both sides of (19). Using (15) and (16) into account, we get

$$
\begin{gathered}
L\{N(t): s\}-\mathrm{N}_{0} L\left\{t^{\gamma-1} \underset{p, q ; m, n}{M, \beta}\left(w t^{\sigma}\right): s\right\}=-c^{v} L\left\{{ }_{0} D_{t}^{-\nu} N(t): s\right\} \\
N(s)=\frac{\mathrm{N}_{0}}{1+\left(\frac{c}{s}\right)^{\nu}} L\left\{t^{\gamma-1} \underset{p, q ; m, n}{\alpha, \beta}\left(w t^{\sigma}\right): s\right\}
\end{gathered}
$$

Next, by using (17) and the following binomial series expansion

$$
\left[1+\left(\frac{c}{s}\right)^{\nu}\right]^{-1}=\sum_{r=0}^{\infty}(-1)^{r}\left(\frac{c}{s}\right)^{v r}(c<|s|),
$$

we obtain

$$
\begin{align*}
& N(s)=\mathrm{N}_{0} \sum_{r=0}^{\infty}(-1)^{r}\left(\frac{c}{s}\right)^{\nu r} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k m} \cdots\left(a_{p}\right)_{k m}}{\left(b_{1}\right)_{k n} \cdots\left(b_{q}\right)_{k n}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha \mathrm{k}+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{k!} \frac{1}{\mathrm{~s}^{\gamma+\sigma \mathrm{k}}} \\
& N(s)=\mathrm{N}_{0} \sum_{r=0}^{\infty}\left(-c^{v}\right)^{r} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k m} \cdots\left(a_{p}\right)_{k m}}{\left(b_{1}\right)_{k n} \cdots\left(b_{q}\right)_{k n}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha \mathrm{k}+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \frac{1}{\mathrm{~s}^{\gamma+\nu \mathrm{r}+\sigma \mathrm{k}}} . \tag{21}
\end{align*}
$$

Now, taking inverse Laplace transform of (21) and using $\mathrm{L}^{-1}\left\{\mathrm{~s}^{-\nu}: \mathrm{t}\right\}=\frac{\mathrm{t}^{\nu-1}}{\Gamma(\nu)},(\Re(\mathrm{v})>0)$ and $\mathrm{L}^{-1}\{\mathrm{~N}(s): \mathrm{t}\}=N(t)$, we arrive at

$$
\begin{aligned}
& L^{-1}\{N(s): t\}=\mathrm{N}_{0} \sum_{r=0}^{\infty}\left(-c^{v}\right)^{r} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k m} \cdots\left(a_{p}\right)_{k m}}{\left(b_{1}\right)_{k n} \cdots\left(b_{q}\right)_{k n}} \\
& \quad \times \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha \mathrm{k}+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \mathrm{L}^{-1}\left\{\frac{1}{\mathrm{~s}^{\gamma+\nu \mathrm{r}+\sigma \mathrm{k}}}: \mathrm{t}\right\}
\end{aligned}
$$

or

$$
\begin{aligned}
N(t)= & \mathrm{N}_{0} \sum_{r=0}^{\infty}\left(-c^{\nu}\right)^{r} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k m} \cdots\left(a_{p}\right)_{k m}}{\left(b_{1}\right)_{k n} \cdots\left(b_{q}\right)_{k n}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha k+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \frac{\mathrm{t}^{\gamma+\nu \mathrm{r}+\sigma \mathrm{k}-1}}{\Gamma(\gamma+\nu \mathrm{r}+\sigma \mathrm{k})} \\
& =\mathrm{N}_{0} t^{\gamma-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=0}^{\infty}\left(-c^{v} \mathrm{t}^{\nu}\right)^{r} \\
& \times \sum_{\mathrm{k}=0}^{\infty} \frac{\Gamma\left(\mathrm{a}_{1}+\mathrm{mk}\right) \cdots \Gamma\left(\mathrm{a}_{\mathrm{p}}+\mathrm{mk}\right)}{\Gamma\left(\mathrm{b}_{1}+\mathrm{nk}\right) \cdots \Gamma\left(\mathrm{b}_{\mathrm{q}}+\mathrm{nk}\right)} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha \mathrm{k}+\beta) \Gamma(\gamma+\nu \mathrm{r}+\sigma \mathrm{k})} \frac{\left(\mathrm{wt}^{\sigma}\right)^{\mathrm{k}}}{\mathrm{k}!} .
\end{aligned}
$$

Finally, by using (5), we get the desired result (20). This complete the proof of Theorem 1.

If we set $m=n=1$, then $\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\stackrel{\alpha, \beta}{M}}(z)$ reduces to the generalized $M$-series $\underset{\mathrm{p}, \mathrm{q}}{\stackrel{\alpha, \beta}{M}}(z)$ [11], we get the generalized fractional kinetic equation with its solution given as follows:
Corollary 1. Let $c, w, \nu, \gamma, \sigma \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ andp $\leq q+\Re(\alpha)$. Then, the solution of the equation

$$
\begin{equation*}
\left.N(t)-\mathrm{N}_{0} t^{\gamma-1} \underset{p, q}{\underset{\alpha, \beta}{\mu}\left(w t^{\sigma}\right)}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t) \tag{22}
\end{equation*}
$$

is given by

$$
\begin{gather*}
N(t)=\mathrm{N}_{0} t^{\gamma-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{\mathrm{r}=0}^{\infty}\left(-c^{v} \mathrm{t}^{\nu}\right)^{r} \\
\times{ }_{\mathrm{p}+2} \Psi_{\mathrm{q}+2}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{l}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, 1\right),(\gamma, \sigma),(1,1) \\
\left(b_{1}, 1\right), \cdots,\left(b_{q}, 1\right),(\beta, \alpha),(\gamma+\nu r, \sigma)
\end{array} ; w t^{\sigma}\right] . \tag{23}
\end{gather*}
$$

If we take $\beta=1$ in (22), the generalized $M$-series $\underset{\mathrm{p}, \mathrm{q}}{\underset{\alpha, \beta}{M}}(z)$ reduces to the $M$-series ${ }_{\mathrm{p}} \stackrel{\alpha}{\mathrm{M}}_{\mathrm{q}}(z)$ [10], we arrive at

Corollary 2. Let $c, w, \nu, \gamma, \sigma \in \mathbb{R}^{+} ; \alpha, t \in C ; m, n>0 ; \Re(\alpha)>0$. Then, the solution of the equation

$$
\begin{equation*}
N(t)=\mathrm{N}_{0} t^{\gamma-1}{ }_{\mathrm{p}} \stackrel{\alpha}{\mathrm{M}}_{\mathrm{q}}\left(w t^{\sigma}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t) \tag{24}
\end{equation*}
$$

is given by

$$
\begin{gather*}
N(t)=\mathrm{N}_{0} t^{\gamma-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=o}^{\infty}\left(-c^{v} t^{v}\right)^{r} \\
\times{ }_{\mathrm{p}+2} \Psi_{\mathrm{q}+2}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, 1\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, 1\right),(\gamma, \sigma),(1,1) \\
\left(b_{1}, 1\right), \cdots,\left(b_{q}, 1\right),(1, \alpha),(\gamma+\nu r, \sigma)
\end{array} ; w t^{\sigma}\right] . \tag{25}
\end{gather*}
$$

Further, if we put $p=q=l$, then $\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\alpha, \beta}(z)$ reduces to the generalized Mittag-Leffler function $E \underset{\alpha, \beta, n}{a_{1}, b_{1}, m}$ (z) [4], we obtain

Corollary 3. Let $c, w, \nu, \gamma, \sigma \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $m \leq n+\Re(\alpha)$. Then, the solution of the equation

$$
N(t)-\mathrm{N}_{0} t^{\gamma-1} E \begin{gather*}
a_{1}, b_{1}, m  \tag{26}\\
\alpha, \beta, n
\end{gather*} \quad\left(\mathrm{wt}^{\sigma}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t)
$$

is given by

$$
N(t)=\mathrm{N}_{0} t^{\gamma-1} \frac{\Gamma\left(b_{1}\right)}{\Gamma\left(a_{1}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r}{ }_{3} \Psi_{3}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right),(\gamma, \sigma),(1,1)  \tag{27}\\
\left(b_{1}, n\right),(\beta, \alpha),(\gamma+\nu r, \sigma)
\end{array} ; w t^{\sigma}\right] .
$$

Theorem 2. Let $c, w, \nu \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $p m \leq q n+\Re(\alpha)$. Then, the generalized fractional kinetic equation

$$
\begin{equation*}
N(t)-\mathrm{N}_{0} t^{\beta-1} \underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\alpha, \beta}\left(\mathrm{wt}^{\alpha}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t) \tag{28}
\end{equation*}
$$

has the solution

$$
\begin{gather*}
N(t)=\mathrm{N}_{0} t^{\beta-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r} \\
\times_{p+1} \Psi_{q+1}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(a_{\mathrm{p}}, m\right),(1,1) \\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),(\beta+\nu r, \alpha)
\end{array} w^{\alpha}\right] . \tag{29}
\end{gather*}
$$

Proof. The proof of result asserted by Theorem 2 runs parallel to that of Theorem 1. Here, we make use (18) instead of (17) into account. Therefore, we omit the details of the proof.

If we put $m=n=1$, then $\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\substack{\beta, \beta}}(z)$ reduces to $\underset{\mathrm{p}, \mathrm{q}}{\underset{\beta}{\alpha, \beta}}(z)$, we get the following corollary.

Corollary 4. Let $c, w, \nu \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $p \leq q+\Re(\alpha)$. Then, the equation

$$
\begin{equation*}
N(t)-\mathrm{N}_{0} t^{\beta-1} \underset{\mathrm{p}, \mathrm{q}}{\alpha, \beta}\left(\mathrm{wt}^{\alpha}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t) \tag{30}
\end{equation*}
$$

has the solution

$$
\begin{gather*}
N(t)=\mathrm{N}_{0} t^{\beta-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r} \\
\times{ }_{p+1} \Psi_{q+1}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, 1\right), \cdots,\left(a_{\mathrm{p}}, 1\right),(1,1) \\
\left(b_{1}, 1\right), \cdots,\left(b_{q}, 1\right),(\beta+\nu r, \alpha)
\end{array} ; w t^{\alpha}\right] . \tag{31}
\end{gather*}
$$

If we take $\beta=1$ in (30), we have the solution of generalized fractional kinetic equation involving $M$-series ${ }_{\mathrm{p}} \mathrm{M}_{\mathrm{q}}(z)$ as follows:

Corollary 5. Let $c, w, \nu \in \mathbb{R}^{+} ; \alpha, t \in C ; m, n>0 ; \Re(\alpha)>0$. Then, the equation

$$
\begin{equation*}
N(t)-\mathrm{N}_{0} \stackrel{\alpha}{\mathrm{M}_{\mathrm{q}}}\left(\mathrm{wt}^{\alpha}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t) \tag{32}
\end{equation*}
$$

has the solution

$$
N(t)=\mathrm{N}_{0} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r}{ }_{p+1} \Psi_{q+1}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, 1\right), \cdots,\left(a_{\mathrm{p}}, 1\right),(1,1)  \tag{33}\\
\left(b_{1}, 1\right), \cdots,\left(b_{q}, 1\right),(1+\nu r, \alpha)
\end{array} ; w t^{\alpha}\right]
$$

Further, if we set $p=q=1$ in (28), then $\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\underset{\alpha}{\alpha}}(z)$ reduces to $E \underset{\alpha, \beta, n}{a_{1}, b_{1}, m}(\mathrm{z})$ we have the following corollary.

Corollary 6. Let $c, w, \nu \in \mathbb{R}^{+} ; \alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $\mathrm{m} \leq n+\Re(\alpha)$. Then, the equation

$$
N(t)-\mathrm{N}_{0} t^{\beta-1} E \begin{gather*}
a_{1}, b_{1}, m  \tag{34}\\
\alpha, \beta, n
\end{gather*} \quad\left(\mathrm{wt}^{\alpha}\right)=-\mathrm{c}_{0}^{\nu} \mathrm{D}_{\mathrm{t}}^{-v} N(t)
$$

has the solution

$$
N(t)=\mathrm{N}_{0} t^{\beta-1} \frac{\Gamma\left(b_{1}\right)}{\Gamma\left(a_{1}\right)} \sum_{r=0}^{\infty}\left(-c^{v} t^{v}\right)^{r}{ }_{2} \Psi_{2}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right),(1,1)  \tag{35}\\
\left(b_{1}, n\right),(\beta+\nu r, \alpha)
\end{array} ; w t^{\alpha}\right] .
$$

## 3. Solution of generalized fractional kinetic equations by using the Sumudu transform

In this section, we will discuss the solution of the generalized fractional kinetic equation (18) and (27) involving the generalized $M$-series [2] by applying another integral transform (i.e. Sumudu transform) technique.

Sumudu transform [13] of the function $f(t)$ is defined as

$$
\begin{equation*}
S\{f(t): u\}=\int_{0}^{\infty} e^{-t} f(u t) d t \tag{36}
\end{equation*}
$$

The convolution theorem for Sumudu transform is given by

$$
\begin{equation*}
S\{f * g: u\}=u S\{f: u\} S\{g: u\} \tag{37}
\end{equation*}
$$

If we apply (37) then, the Sumudu transform of the Riemann-Liouville fractional integral operator (10) is given by

$$
\begin{equation*}
S\left\{{ }_{0} D_{t}^{-\nu} f(t): u\right\}=u S\left\{\frac{t^{\nu-1}}{\Gamma(\nu)}\right\} S\{f(t): u\} \tag{38}
\end{equation*}
$$

and also

$$
\begin{equation*}
S\{N(t): u\}=N(u) . \tag{39}
\end{equation*}
$$

Now, we begin by stating and proving the following Lemmas.
Lemma 3. For $\min \{\Re(\gamma), \Re(\sigma), \Re(u)\}>0$, the Sumudu transform of the generalized $M$-series $\underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\alpha, \beta}(z)$ is given by

$$
\begin{align*}
& S\left\{t^{\gamma-1} \underset{\substack{\alpha, \beta \\
p, m, n}}{\substack{\alpha \\
\sigma}}: u\right\} \\
& =u^{\gamma-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \mathrm{p}+2 \Psi_{\mathrm{q}+1}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, \mathrm{~m}\right),(\gamma, \sigma),(1,1) \\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),(\beta, \alpha)
\end{array} u^{\sigma}\right] . \tag{40}
\end{align*}
$$

Proof. By taking (3) and (36) into account, we can easily obtain (40) after a little simplification.

If we take $\gamma=\beta$ and $\sigma=\alpha$ in (40), then a special case of the above Lemma 3 is given by

Lemma 4. For $\min \{\Re(\alpha), \Re(\beta), \Re(u)\}>0$, the following Sumuda transform of generalized $M$-series (3) holds true:

$$
S\left\{t^{\beta-1} \underset{p, q ; m, n}{\alpha, \beta}\left(t^{\alpha}\right): u\right\}=u^{\beta-1} \frac{\Gamma\left(b_{1}\right) \cdots \Gamma\left(b_{q}\right)}{\Gamma\left(a_{1}\right) \cdots \Gamma\left(a_{p}\right)} \mathrm{p}+1 \Psi_{\mathrm{q}}\left[\begin{array}{c}
\left(\mathrm{a}_{1}, \mathrm{~m}\right), \cdots,\left(\mathrm{a}_{\mathrm{p}}, \mathrm{~m}\right),(1,1)  \tag{41}\\
\left(b_{1}, n\right), \cdots,\left(b_{q}, n\right),
\end{array} u^{\alpha}\right] .
$$

Discussion I. Let $c, w, v, \gamma, \sigma \in \mathbb{R}^{+}$and $\Re(u)>0$ with $|u|<c^{-1}(c \neq w)$. Also $\alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $p m \leq q n+\Re(\alpha)$. Then, the solution of the generalized fractional kinetic equation (19) is given by (20).

By taking the Sumudu transform on both side of (19). Using (38) and (39), we have

$$
\mathrm{S}\{\mathrm{~N}(\mathrm{t}): \mathrm{u}\}-\mathrm{N}_{0} \mathrm{~S}\left\{\mathrm{t}^{\gamma-1} \underset{\mathrm{p}, \mathrm{q} ; \mathrm{m}, \mathrm{n}}{\alpha, \beta}\left(\mathrm{wt}^{\sigma}\right): \mathrm{u}\right\}=-\mathrm{c}^{\nu} \mathrm{S}\left\{{ }_{0} \mathrm{D}_{\mathrm{t}}^{-v} N(t): u\right\}
$$

$$
N(u)=\frac{\mathrm{N}_{0}}{1+c^{\nu} u^{\nu}} S\left\{\mathrm{t}^{\gamma-1} \underset{p, q ; m, n}{\alpha, \beta}\left(w t^{\sigma}\right): u\right\}
$$

. Next, by using (39) and the binomial series expansion $\left(1+\mathrm{c}^{\nu} \mathrm{u}^{\nu}\right)^{-1}=\sum_{\mathrm{r}=0}^{\infty}(-1)^{\mathrm{r}}(\mathrm{cu})^{\nu \mathrm{r}}$, we obtain

$$
\begin{align*}
\mathrm{N}(\mathrm{u}) & =\mathrm{N}_{0} \sum_{\mathrm{r}=0}^{\infty}(-1)^{r}(\mathrm{cu})^{\nu r} \sum_{k=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{km}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{km}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{kn}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{kn}}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha k+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \mathrm{u}^{\gamma+\sigma \mathrm{k}-1} \\
& =\mathrm{N}_{0} \sum_{r=0}^{\infty}\left(-c^{\nu}\right)^{r} \sum_{k=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{km}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{km}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{kn}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{kn}}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha k+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \mathrm{u}^{\gamma+v r+\sigma \mathrm{k}-1} . \tag{42}
\end{align*}
$$

Now, taking inverse Sumudu transform of (42) and using

$$
S^{-1}\left\{u^{v-1}: t\right\}=\frac{t^{\nu-1}}{\Gamma(\nu)},(\min \{\Re(\nu), \Re(u)\}>0)
$$

and $S^{-1}\{N(u): t\}=N(t)$, we get

$$
\begin{aligned}
& S^{-1}\{N(u): t\}=\mathrm{N}_{0} \sum_{\mathrm{r}=0}^{\infty}\left(-\mathrm{c}^{\nu}\right)^{r} \sum_{\mathrm{k}=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{km}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{km}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{kn}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{kn}}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha k+\beta)} \frac{\mathrm{w}^{\mathrm{k}}}{\mathrm{k}!} \\
& \times \mathrm{S}^{-1}\left\{\mathrm{u}^{\gamma+\nu \mathrm{r}+\sigma \mathrm{k}-1}: \mathrm{t}\right\}
\end{aligned}
$$

or

$$
N(t)=\mathrm{N}_{0} \sum_{r=0}^{\infty}\left(-c^{\nu}\right)^{r} \sum_{k=0}^{\infty} \frac{\left(\mathrm{a}_{1}\right)_{\mathrm{km}} \cdots\left(\mathrm{a}_{\mathrm{p}}\right)_{\mathrm{km}}}{\left(\mathrm{~b}_{1}\right)_{\mathrm{kn}} \cdots\left(\mathrm{~b}_{\mathrm{q}}\right)_{\mathrm{kn}}} \frac{\Gamma(\gamma+\sigma \mathrm{k}) \Gamma(\mathrm{k}+1)}{\Gamma(\alpha \mathrm{k}+\beta)} \frac{\mathrm{w}^{k}}{\mathrm{k}!} \frac{\mathrm{t}^{\gamma+\nu r+\sigma k-1}}{\Gamma(\gamma+\nu r+\sigma k)} .
$$

Finally, by using (5), we arrive at the desired result (20).
Discussion II. Let $c, w, v \in \mathbb{R}^{+}$and $\Re(u)>0$ with $|u|<c^{--1}(c \neq w)$. Also $\alpha, \beta, t \in C ; m, n>0 ; \Re(\alpha)>0$ and $p m \leq q n+\Re(\alpha)$. Then, the solution of the generalized fractional kinetic equation (28) is given by (29).
As in the proof of the Theorem 2, we make use Sumudu transform instead of Laplace transform into account, then we can obtain desired result (29).

## 4. Conclusion

In this paper we have introduced a new fractional generalization of the standard kinetic equation and derived their solutions in view of generalized $M$-Series, $M$-series and generalized Mittag-Leffler function. We can also obtain the number of special functions as the special cases of our main results, being of general nature, are shown to be some unification and extension of many known results given, for example Saxena et al. [7, 8, 9], Saxena and Kalla [6] etc.

## References

[1] A. Erdélyi, W. Magnus, F. Oberhettinger and F.G. Tricomi, Tables of Integral Transforms, Vol-I, McGraw-Hill, New York, Toronto and London, 1954.
[2] A. Faraj, T. Salim, S. Sadek and J. Ismail, A generalization of $M$-series and integral operator associated with fractional calculus, Asian Journal of Fuzzy and Applied Mathematics, 2(5) (2014), 142-155.
[3] H.J. Haubold and A.M. Mathai, The fractional kinetic equation and thermonuclear functions, Astrophys. Space Sci., 273 (2000), 53-63.
[4] T. Salim and A. Faraj, A generalization of Mittag-Leffler function and integral operator associated with fractional calculus, J. Frac. Cal. Appl., 3(5) (2012), 1-13.
[5] S.G. Samko, A. Kilbas and O.I. Marichev, Fractional Integral aand Derivetives: Theory and Applications, Gordon and Breach Sci. Publ., New York, 1990.
[6] R.K. Saxena and S.L. Kalla, On the solutions of certain fractional kinetic equations, Appl. Math. Comput., 199 (2008), 504-511.
[7] R.K. Saxena, A.M. Mathai and H.J. Haubold, On fractional kinetic equations, Astrophys. Space Sci., 282 (2002), 281-287.
[8] R.K. Saxena, A.M. Mathai and H.J. Haubold, On generalized fractional kinetic equations, Physica A, 344 (2004), 657-664.
[9] R.K. Saxena, J. Ram and D. Kumar, Alternative derivation of generalized fractional kinetic equations, J. Fract. Calc. Appl., 4 (2013), 322-334.
[10] M. Sharma, Fractional integration and fractional differentiation of the $M$-series, Fract. Calc. Appl. Anal., 11(2) (2008), 187-192.
[11] M. Sharma and R. Jain, A note on a generalized M-series as a special function of fractional calculus, Frac. Calc. Appl. Anal., 12(4) (2009), 449-452.
[12] I.N. Sneddon, The use of Integral Transform, Tata McGraw-Hill, New Delhi, India, 1979.
[13] G.K. Watugala, Sumudu Transform: A new integral transform to solve differential equations and control engineering problems, Int. J. Math. Edu. Sci. Tech., 24 (1993), 35-43.
[14] E.M. Wright, The asymptotic expansion of generalized hypergeometric function, J. London Math. Goc., 10 (1935), 286-293.

## R.K. Gupta

Department of Mathematics and Statistics, Jai Narain Vyas University, Jodhpur-342005, India
E-mail:drrkbgupta@yahoo.co.in

## A. Atangana

Institute for Groundwater Studies, Faculty of Natural and Agricultural Sciences, University of the Free State, Bloemfontein 9300, South Africa
E-mail: abdonatangana@yahoo.fr
B.S. Shaktawat

Department of Mathematics and Statistics, Jai Narain Vyas University, Jodhpur-342005, India E-mail: b.s.shaktawatmath@gmail.com

## S.D. Purohit

Department of HEAS (Mathematics), Rajasthan Technical University, Kota-324010, India
E-mail: sunil_a_purohit@yahoo.com
Received: 22 March 2017
Accepted: 15 June 2019

