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Abstract. The article considers the following spectral problem:

$$
\left.\begin{array}{c}
-y^{\prime \prime}+q(x) y=\lambda y, \quad x \in(0,1) \\
y(0)=0 \\
y^{\prime}(0)=(a \lambda+b) y(1),
\end{array}\right\}
$$

where $q(x)$ is a complex-valued summable function, $\lambda$ is a spectral parameter, $a$ and $b$ are arbitrary complex numbers $(a \neq 0$.) The theorems on completeness and minimality of eigenunctions of a spectral problem in $L_{p}(0,1) \oplus C$ and $L_{p}(0,1)$ are proved.
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## 1. Introduction

Consider the following spectral problem:

$$
\left.\begin{array}{c}
-y^{\prime \prime}+q(x) y=\lambda y, \quad x \in(0,1) \\
y(0)=0,  \tag{2}\\
y^{\prime}(0)=(a \lambda+b) y(1),
\end{array}\right\}
$$

where $q(x)$ is a complex-valued function, $\lambda$ is a spectral parameter, $a$ and $b$ are arbitrary complex numbers $(a \neq 0$.) The purpose of this article is to prove the corresponding theorems on the completeness and minimality of a system of eigenfunctions of the spectral problem (1), (2) in the spaces $L_{p}(0,1) \oplus C$ and $L_{p}(0,1)$. There are numerous articles and monographs on the study of the spectral properties of problems posed for ordinary differential operators and including spectral parameters in the boundary conditions (see,
e.g., $[1,2,3,4,5,6,7,8,9,10,11,12,13,14])$. One can cite articles from recent works $[15,16,17,18,19,20,21,22,23,24,25,26]$. Special mention should be made of the works $[8,9,14,25,26]$ directly related to our paper. So, the case $q(x) \equiv 0, b=0$ is considered in $[8,9]$, and in [14] under the additional condition $q(x)=q(1-x)$, it is considered the case $b=0$. Other generalizations of the boundary conditions (2) are also found in $[25,26]$, where questions of the uniform convergence of spectral expansions and also, under an additional condition $q(x)=q(1-x)$, the basis properties of eigenfunctions in the spaces $L_{p}(0,1)$ are studied.

## 2. Auxiliary facts and initial results

In order to obtain the main results, we need some abstract results on complete and minimal systems in the direct sum of a Banach space with a finite-dimensional one. A system $\left\{u_{n}\right\}_{n \in N}$ of a Banach space $X$ is called complete in $X$ if the closure of the linear span of this system coincides with the entire space $X$, and is called minimal if no element of this system is included in the closed linear span of other elements of this system. Recall also that a system is complete in $X$ if and only if there is no nonzero linear continuous functional that annihilates all elements of this system. A system is minimal in $X$ if and only if it has a biorthogonal system.

Let $X_{1}=X \oplus C^{m}$ and $\left\{\hat{u}_{n}\right\}_{n \in N} \subset X_{1}$ be some minimal system, and $\left\{\widehat{\vartheta}_{n}\right\}_{n \in N} \subset X_{1}^{*}=$ $X^{*} \oplus C^{m}$ is its biorthogonal system :

$$
\hat{u}_{n}=\left(u_{n} ; \alpha_{n 1}, \ldots, \alpha_{n m}\right) ; \quad \widehat{\vartheta}_{n}=\left(\vartheta_{n} ; \beta_{n 1}, \ldots, \beta_{n m}\right)
$$

Let $J=\left\{n_{1}, \ldots, n_{m}\right\}$ be some set of $m$ distinct natural numbers and $N_{J}=N \backslash J$. Assume

$$
\delta=\operatorname{det}\left\|\beta_{n_{i} j}\right\|_{i, j=\overline{1, m}}
$$

The following theorem is true.
Theorem 1. [27, 28] Let $\left\{\hat{u}_{n}\right\}_{n \in N}$ be minimal in $X_{1}$ with conjugated system $\left\{\widehat{\vartheta}_{n}\right\}_{n \in N} \subset$ $X_{1}^{*}$. If $\delta \neq 0$, then the system $\left\{u_{n}\right\}_{n \in N_{J}}$ is minimal in $X$. In this case, the orthogonally conjugate system has the form

$$
\vartheta_{n}^{*}=\frac{1}{\delta}\left|\begin{array}{cccc}
\vartheta_{n} & \vartheta_{n 1} & \ldots & \vartheta_{n m} \\
\beta_{n 1} & \beta_{n_{1} 1} & \ldots & \beta_{n_{m} 1} \\
\ldots \ldots & \ldots \ldots & \ldots & \ldots \\
\beta_{n m} & \beta_{n_{1} m} & \ldots & \beta_{n_{m} m}
\end{array}\right|
$$

If $\left\{\hat{u}_{n}\right\}_{n \in N}$ is complete and minimal in $X_{1}$ and $\delta \neq 0$, then $\left\{u_{n}\right\}_{n \in N_{0}}$ is complete and minimal in $X$. If the system $\left\{\hat{u}_{n}\right\}_{n \in N}$ is complete and minimal in $X_{1}$ and $\delta=0$, then the system $\left\{u_{n}\right\}_{n \in N_{0}}$ is not complete in $X$.

Accept $\lambda=-\rho^{2}$. Let us denote the forms included in the boundary conditions (2) as follows:

$$
\left.\begin{array}{c}
U_{1}(y)=y(0)  \tag{3}\\
U_{2}(y)=y^{\prime}(0)-\left(a \rho^{2}+b\right) y(1)
\end{array}\right\}
$$

After these notation, the problem (1), (2) can be written as follows:

$$
\left.\begin{array}{c}
-y^{\prime \prime}+q(x) y+\rho^{2} y=0, x \in(0,1) \\
U_{1}(y)=0  \tag{5}\\
U_{2}(y)=0
\end{array}\right\}
$$

It is known that there is a system of fundamental solutions $y_{1}(x)$ and $y_{2}(x)$ of the equation (4) in the interval $(0,1)$ and these solutions are regular functions of $\rho$ and at large values of $|\rho|$ with respect to the variable $x \in[0,1]$ uniformly satisfy the following asymptotic relationships:

$$
\left.\begin{array}{l}
y_{1}^{(j)}(x)=\left(\rho \omega_{1}\right)^{j} e^{\rho \omega_{1} x}\left[1+O\left(\frac{1}{\rho}\right)\right] \\
y_{2}^{(j)}(x)=\left(\rho \omega_{2}\right)^{j} e^{\rho \omega_{2} x}\left[1+O\left(\frac{1}{\rho}\right)\right], \tag{6}
\end{array}\right\}
$$

here $j=0,1 ; \quad \rho$ belongs to one of the four $S$-sectors [29, p. 62], and $\omega_{1}, \omega_{2}$ are different square roots of -1 , numbered so that for $\rho \in S$ the inequality $\operatorname{Re}\left(\rho \omega_{1}\right) \leq \operatorname{Re}\left(\rho \omega_{2}\right)$ holds. For example, for the sector $S_{0}=\left\{\rho: 0 \leq \arg \rho \leq \frac{\pi}{2}\right\} \quad$ we have $\omega_{1}=i, \omega_{2}=-i$.

The solution of the equation (1) (or (4)) should be in the form of

$$
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)
$$

Let us choose the constants $c_{1}$ and $c_{2}$ so that the function $y(x)$ satisfies the boundary conditions (5). Then to find the constants $c_{1}, c_{2}$ we get the following system of algebraic equations:

$$
\left.\begin{array}{l}
c_{1} U_{1}\left(y_{1}\right)+c_{2} U_{1}\left(y_{2}\right)=0 \\
c_{1} U_{2}\left(y_{1}\right)+c_{2} U_{2}\left(y_{2}\right)=0
\end{array}\right\}
$$

It is known that there is a non-trivial solution of this system of algebraic equations when its main determinant (characteristic determinant) $\Delta(\rho)$ equals zero. Thus, the number $\lambda=\rho^{2}$ is a eigen value of the spectral problem (1)-(2) if and only if it is a solution of the following equation:

$$
\Delta(\rho)=\left|\begin{array}{cc}
U_{1}\left(y_{1}\right) & U_{1}\left(y_{2}\right)  \tag{7}\\
U_{2}\left(y_{1}\right) & U_{2}\left(y_{2}\right)
\end{array}\right|=U_{1}\left(y_{1}\right) U_{2}\left(y_{2}\right)-U_{2}\left(y_{1}\right) U_{1}\left(y_{2}\right)=0
$$

Considering the asymptotic formulas (6) in the expressions of $U_{1}$ and $U_{2}$ in (3), we obtain the following asymptotic relations:

$$
\begin{gathered}
U_{1}\left(y_{1}\right)=1+O\left(\frac{1}{\rho}\right), \quad U_{1}\left(y_{2}\right)=1+O\left(\frac{1}{\rho}\right), \\
U_{2}\left(y_{1}\right)=i \rho\left[1+O\left(\frac{1}{\rho}\right)\right]-\left(a \rho^{2}+b\right) e^{i \rho}\left[1+O\left(\frac{1}{\rho}\right)\right] \\
U_{2}\left(y_{2}\right)=-i \rho\left[1+O\left(\frac{1}{\rho}\right)\right]-\left(a \rho^{2}+b\right) e^{-i \rho}\left[1+O\left(\frac{1}{\rho}\right)\right] .
\end{gathered}
$$

By substituting these asymptotic relations in the expression of $\Delta(\rho)$ in (7) and using Birkhof's sign $[A]=A+O\left(\frac{1}{\rho}\right)$ we obtain:

$$
\Delta(\rho)=\left|\begin{array}{cc}
{[1]} & {[1]} \\
i \rho[1]-\left(a \rho^{2}+b\right) e^{i \rho}[1] & -i \rho[1]-\left(a \rho^{2}+b\right) e^{-i \rho}[1]
\end{array}\right|
$$

Calculating the determinant $\Delta(\rho)$ and consider that when the complex number $\rho$ enters the sector $\operatorname{Re} \rho \geq 0, \operatorname{Im} \rho \geq 0$, the inequality $\operatorname{Re}(i \rho) \leq 0 \leq \operatorname{Re}(-i \rho)$ satisfies, then we get the following asymptotic relation:

$$
\begin{gather*}
\Delta(\rho)=\left(a \rho^{2}+b\right) e^{-i \rho}\left[e^{2 i \rho}-1+O\left(\frac{1}{\rho}\right)\right]-2 i \rho[1]= \\
=\left(a \rho^{2}+b\right) e^{-i \rho}\left[e^{2 i \rho}-1-\frac{2 i \rho}{a \rho^{2}+b} e^{i \rho}+O\left(\frac{1}{\rho}\right)\right] \tag{8}
\end{gather*}
$$

So, the eigen values of the problem (1),(2) are the root of the equation

$$
\begin{equation*}
\Delta_{0}(\rho)=e^{2 i \rho}-1-\frac{2 i \rho}{a \rho^{2}+b} e^{i \rho}+O\left(\frac{1}{\rho}\right)=0 \tag{9}
\end{equation*}
$$

Note that the number $\lambda=-\frac{b}{a}$ (i.e. $\rho= \pm \sqrt{\frac{a}{b}} i$ ) cannot be an eigen value, because in this case the function $y(x)$ satisfies the initial conditions $y(0)=0, \quad y^{\prime}(0)=0$, from which $y(x) \equiv 0$ is obtained . The roots of the equation $f(\rho)=e^{2 i \rho}-1=0$ are the numbers $\widetilde{\rho}_{k}=\pi k, k=0, \pm 1, \ldots$. . Since $\Delta(\rho)$ is an even function, we will consider only the roots of this function in the right hemisphere. Draw a circle $\gamma_{k}$ with the same radius $\delta\left(0<\delta<\frac{\pi}{2}\right)$ around each point $\widetilde{\rho}_{k}$. If we denote the region outside these circles by $Q_{\delta}$, then the function $f(\rho)=e^{2 i \rho}-1$ in this region is bounded by a definite positive constant from below. Indeed, since the function $f(\rho)$ is a periodic function with a period $\pi$, it suffices to investigate this function in a vertical stripe bounded by the straight lines $\operatorname{Rez}= \pm \frac{\pi}{2}$. While in this stripe the following relations

$$
\begin{gathered}
\lim _{\operatorname{Im} \rho \rightarrow-\infty}|f(\rho)|=+\infty \\
\lim _{\operatorname{Im} \rho \rightarrow+\infty}|f(\rho)|=1
\end{gathered}
$$

are true. Since the function $f(\rho)$ does not vanish outside the circle $\gamma_{0}$ in this band, it is bounded from below by an absolute value positive number $\alpha$ outside the circle $\gamma_{0}$. At large values of $|\rho|$ the inequality $\left|O\left(\frac{1}{\rho}\right)\right|<\alpha$ is also satisfied. Therefore, according to Rouché's theorem, at sufficiently large values of k , equation (9) has only one root inside the circle $\gamma_{k}$, and if we denote it by $\rho_{k}$, then from equation (9) we get the asymptotic formula

$$
\begin{equation*}
\rho_{k}=\pi k+O\left(\frac{1}{k}\right) \tag{10}
\end{equation*}
$$

In addition, since the function $f(\rho)=e^{2 i \rho}-1$ is bounded below by a certain positive number in the domain $Q_{\delta}$ it follows that for sufficiently large $|\rho|$ the function $\Delta_{0}(\rho)=$ $e^{2 i \rho}-1-\frac{2 i \rho}{a \rho^{2}+b} e^{i \rho}+O\left(\frac{1}{\rho}\right)$ is also bounded below by a certain positive number in domain $S_{0} \cap Q_{\delta}$.

Taken into account the asymptotic formula (6) for sufficiently large $|\rho|$ we get the inequality

$$
\begin{equation*}
|\Delta(\rho)| \geq M_{\delta}|\rho|^{2} e^{\tau} \tag{11}
\end{equation*}
$$

where the constant $M_{\delta}$ independent of $\rho$, only depends on the number $\delta>0$.
Thus, the following theorem is proved.
Theorem 2. The characteristic determinant $\Delta(\rho)$ of the spectral problem (1),(2) has the following properties:

1. there exists a positive number $M_{\delta}$ such that, in domain $S_{0} \cap Q_{\delta}$ for the sufficiently large $|\rho|$ the inequality $|\Delta(\rho)| \geq M_{\delta}|\rho|^{2} e^{\tau}$ holds;
2. The zeros of the function $\Delta(\rho)$ are asymptotically simple and have asymptotics as follows:

$$
\rho_{k}=\pi k+O\left(\frac{1}{k}\right), k=0,1,2, \ldots
$$

## 3. Construction of the Green function of the spectral problem (1), (2)

To construct the Green function of the problem (1), (2), it is necessary to obtain an integral representation for the solution of the corresponding non-homogeneous equation. Let us write the non-homogeneous equation as follows

$$
\begin{equation*}
-y^{\prime \prime}+q(x) y=\lambda y+f(x), x \in(0,1) \tag{12}
\end{equation*}
$$

When the number $\lambda$ is not an eigenvalue, if we apply the method of variation of the constant to find the solution of equation (12) that satisfies the boundary conditions (2), we obtain the following formula for the solution $y(x)$ of this equation:

$$
\begin{equation*}
y(x)=c_{1} y_{1}(x)+c_{2} y_{2}(x)+\int_{0}^{1} g(x, \xi) f(\xi) d \xi, x \in(0,1) \tag{13}
\end{equation*}
$$

where

$$
g(x, \xi)=\left\{\begin{aligned}
\quad \frac{1}{2} \frac{1}{W(\xi)}\left(y_{1}(\xi) y_{2}(x)-y_{2}(\xi) y_{1}(x)\right), & x>\xi \\
-\frac{1}{2} \frac{1}{W(\xi)}\left(y_{1}(\xi) y_{2}(x)-y_{2}(\xi) y_{1}(x)\right), & x<\xi,
\end{aligned}\right.
$$

$W(x)$ is the Wronskan of the functions $y_{1}(x), y_{2}(x)$, i.e.

$$
W(\xi)=\left|\begin{array}{cc}
y_{1}(\xi) & y_{2}(\xi) \\
y_{1}^{\prime}(\xi) & y_{2}^{\prime}(\xi)
\end{array}\right| .
$$

Let us claim that the general solution (13) of equation (12) satisfies the boundary conditions (2), i.e. is the solution of the boundary value problem (12), (2). This means that the constants $c_{1}, c_{2}$ must be solutions of the following non-homogeneous system of algebraic equations:

$$
\left\{\begin{array}{l}
c_{1} U_{1}\left(y_{1}\right)+c_{2} U_{1}\left(y_{2}\right)+\int_{0}^{1} U_{1}(g) f(\xi) d \xi=0 . \\
c_{1} U_{2}\left(y_{1}\right)+c_{2} U\left(y_{2}\right)+\int_{0}^{1} U_{2}(g) f(\xi) d \xi=0 .
\end{array}\right.
$$

Since $\lambda$ is not an eigenvalue, the main determinant of this system is differ from zero, and therefore there exists only one solution. Solving this system and substituting the found values of the constants $c_{1}$ and $c_{2}$ in equation (13), we obtain the following formula:

$$
\begin{equation*}
y(x)=\int_{0}^{1} G(x, \xi, \rho) f(\xi) d \xi \tag{14}
\end{equation*}
$$

In formula (14) $G(x, \xi, \rho)$ is a Green's function and defined as follows:

$$
G(x, \xi, \rho)=\frac{1}{\Delta(\rho)}\left|\begin{array}{ccc}
y_{1}(x) & y_{2}(x) & g(x, \xi)  \tag{15}\\
U_{1}\left(y_{1}\right) & U_{1}\left(y_{2}\right) & U_{1}(g) \\
U_{2}\left(y_{1}\right) & U\left(y_{2}\right) & U_{2}(g)
\end{array}\right|, x, \xi \in[0,1],
$$

where

$$
\begin{gathered}
g(x, \xi)=\left\{\begin{array}{cc}
\frac{1}{2}\left(z_{1}(\xi) y_{2}(x)+z_{2}(\xi) y_{1}(x)\right), & x \geq \xi, \\
-\frac{1}{2}\left(z_{1}(\xi) y_{2}(x)+z_{2}(\xi) y_{1}(x),\right. & x<\xi,
\end{array}\right. \\
z_{1}(\xi)=\frac{y_{2}(\xi)}{W(\xi)}, z_{2}(\xi)=-\frac{y_{1}(\xi)}{W(\xi)}, \\
U_{1}(g)=-\frac{1}{2}\left(U_{1}\left(y_{2}\right) z_{1}(\xi)+U_{1}\left(y_{1}\right) z_{2}(\xi)\right), \\
U_{2}(g)=-\frac{1}{2}\left(z_{1}(\xi) y_{2}^{\prime}(0)+z_{2}(\xi) y_{1}^{\prime}(0)\right)-\left(a \rho^{2}+b\right) \frac{1}{2}\left(z_{1}(\xi) y_{2}(1)+z_{2}(\xi) y_{1}(1)\right) .
\end{gathered}
$$

So, the following lemma is proved.
Lemma 1. The Green function of the spectral problem (1),(2) is defined by the formula (15).

## 4. Evaluation of the linearized operator's resolvent. Theorems on the completeness

Let us now reduce the study of the spectral problem (1), (2) to the study of the spectral problem $L \hat{y}=\lambda \hat{y}$ for an operator $L$ acting in the space $L_{p}(0,1) \oplus C$. The operator $L$ is defined as follows:

$$
D(L)=\left\{\hat{y} \in L_{p} \oplus C: \hat{y}=(y(x), a y(1)), y \in W_{p}^{2}(0,1), l(y) \in L_{p}(0,1), y(0)=0\right\},
$$

for $\hat{y} \in D(L)$ it is true $L \hat{y}=\left(l(y) ; y^{\prime}(0)-b y(1)\right)$.
Lemma 2. Operator L is a closed operator with a compact resolvent and is dense everywhere in the domain $L_{p}(0,1) \oplus C$. The eigenvalues of the operator $L$ coincide with the eigenvalues of problem (1), (2). Each eigen or associated function $y(x)$ of the problem (1), (2) corresponds to an eigen or associated vector $\hat{y}=(y(x)$, ay (1)) of the operator $L$.

Proof. Let's define the function $F \hat{y}=y(0)$ for the vector $\hat{y}=(y(x), a y(1)), y(x) \in$ $W_{p}^{2}(0,1)$. It can be easily checked that the functional $F$ is bounded in space $W_{p}^{2}(0,1) \oplus$ $C$ and unbounded in space $L_{p}(0,1) \oplus C$. Then the considered operator $L$ is a finitedimensional contraction of the maximum operator $\tilde{L}$, defined as follows:

$$
\begin{gathered}
\tilde{L}: L_{p} \oplus C \rightarrow L_{p} \oplus C, \\
D(\tilde{L})=\left\{\hat{y} \in L_{p} \oplus C: \hat{y}=(y(x), a y(1)), y \in W_{p}^{2}(0,1), l(y) \in L_{p}(0,1)\right\}, \\
\tilde{L} \hat{y}=\left(l(y), y^{\prime}(0)-b y(1)\right), \quad \forall \hat{y} \in D(\tilde{L}) .
\end{gathered}
$$

Then (see $[30,31]$ ) we obtain that the operator $L$ is a closed operator with a compact resolvent and its domain is dense everywhere. The second part of the lemma is examined directly.

Note that since the operator $L$ is closed and dense defined everywhere, it has an adjoint, and the adjoint operator $L^{*}$ will be the linear operator generated by the spectral problem

$$
\left.\begin{array}{c}
-z^{\prime \prime}+\overline{q(x)} z=\lambda z \\
z(1)=0  \tag{17}\\
z^{\prime}(1)=-(\bar{a} \lambda+\bar{b}) z(0),
\end{array}\right\}
$$

in the space $L_{q}(0,1) \oplus C$, where $q=\frac{p}{p-1}$.
To construct the resolvent operator $R(\lambda)=(L-\lambda I)^{-1}$ take an arbitrary element $\tilde{f}=(f(x), \beta) \in L_{p}(0,1) \oplus C$ and consider the operator equation $(L-\lambda I) \hat{y}=\hat{f}$. To solve this equation, it is necessary to find a solution to equation (12) that satisfies condition

$$
\left.\begin{array}{c}
y(0)=0  \tag{18}\\
y^{\prime}(0)-(a \lambda+b) y(1)=\beta .
\end{array}\right\} .
$$

It is obvious that, for each regular number $\lambda$ the element $\hat{y}=(y(x, \lambda), a y(1, \lambda)) \in D(L)$ will be the solution of the equation $L \hat{y}-\lambda \hat{y}=\tilde{f}$ if and only if the function $y(x)$ will be a solution of the non-homogeneous equation (12), (18). We can present the solution $y(x, \lambda)$ of equations (12), (18) in the form of the sum of two functions:

$$
y(x, \lambda)=\phi(x, \lambda)+h(x, \lambda)
$$

thus, $\phi(x, \lambda)$ is the solution of the problem (12), (18), and $h(x, \lambda)$ is the solution of the problem (1), (18). The representation (14) for the function $\phi(x, \lambda)$ has already been obtained. Now let's take a representation for the function $h(x, \lambda)$ Let's denote it briefly by $h(x)$. Then let us seek it in the form

$$
\begin{equation*}
h(x)=a_{1} y_{1}(x)+a_{2} y_{2}(x), x \in(0,1) \tag{19}
\end{equation*}
$$

where the constants $a_{1}, a_{2}$ must be the solution of the following system of algebraic equations:

$$
\left\{\begin{array}{l}
U_{1}(h)=0, \\
U_{2}(h)=\beta
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
a_{1} U_{1}\left(y_{1}\right)+a_{2} U_{1}\left(y_{2}\right)=0 \\
a_{1} U_{2}\left(y_{1}\right)+a_{2} U_{2}\left(y_{2}\right)=\beta
\end{array}\right.
$$

By solving this system of equations, we have

$$
a_{1}=-\frac{\beta}{\Delta(\rho)} U_{1}\left(y_{2}\right), \quad a_{2}=\frac{\beta}{\Delta(\rho)} U_{1}\left(y_{1}\right)
$$

If we substitute them in (18), we obtain

$$
\begin{equation*}
h(x)=\frac{\beta}{\Delta(\rho)}\left(-U_{1}\left(y_{2}\right) y_{1}(x)+U_{1}\left(y_{1}\right) y_{2}(x)\right) \tag{20}
\end{equation*}
$$

Thus, if the number $\lambda$ is a regular point of the operator $L$, then we obtain the following representation for the solution $y(x, \lambda)$ of the problem $(12),(18)$ :

$$
\begin{equation*}
y(x, \lambda)=\int_{0}^{1} G(x, \xi, f) f(\xi) d \xi+\frac{\beta}{\Delta(\lambda)}\left(-U_{1}\left(y_{2}\right) y_{1}(x)+U_{1}\left(y_{1}\right) y_{2}(x)\right) \tag{21}
\end{equation*}
$$

where $G(x, \xi, \lambda)$ is a Green function and is determined by equation (15).
Now we can proceed to a direct estimate of the resolvent $R(\lambda)=(L-\lambda I)^{-1}$. Let $\Omega_{\delta}$ be the image of the domain $Q_{\delta}$ in the complex $\lambda$-plane under the mapping $\lambda=\rho^{2}$.

Theorem 3. For the resolvent of the operator L, which linearizes the spectral problem (1),(2), in the domain $\Omega_{\delta}$ for large values of $|\lambda|$ the following estimate is valid

$$
\begin{equation*}
\|R(\lambda)\| \leq \frac{M_{\delta}}{|\lambda|^{\frac{1}{2}}} \tag{22}
\end{equation*}
$$

Proof. Let $\hat{f}=\left(f(x), \beta \in L_{p} \oplus C\right.$ be an arbitrary fixed element. To estimate the resolvent it is necessary to estimate the vector $(y(x), a y(1)) \in L_{p} \oplus C$. Let us show that if $\rho \in Q_{\delta}, \operatorname{Im} \rho \geq 0$, then for sufficiently large $|\rho|$, for the solution $y(x, \rho)$ of the problem (12), (18) uniformly with respect to the variable $x \in[0,1]$ the following inequality

$$
\left\lvert\,\left(y(x, \rho) \left\lvert\, \leq \frac{C}{|\rho|}\right.\right.\right.
$$

is true; where the constant $C$ is independent of $\rho$, but depend only on element $\hat{f} \in$ $L_{p}(0,1) \oplus C$ and $\delta$. Let us accept $\lambda=-\rho^{2}, \rho=s+i \tau, \tau \geq 0$. Then according to (21) the following representation

$$
\begin{gathered}
y(x, \rho)=\int_{0}^{1} G(x, \xi, \rho) f(\xi) d \xi+\frac{\beta}{\Delta(\rho)}\left(-U_{1}\left(y_{2}\right) y_{1}(x)+U_{1}\left(y_{1}\right) y_{2}(x)\right)= \\
\left.=\int_{0}^{1} G(x, \xi, \rho) f(\xi) d \xi+h(x, \rho)\right)
\end{gathered}
$$

is true, where

$$
\begin{equation*}
h(x, \rho)=\beta \frac{-U_{1}\left(y_{2}\right) y_{1}(x)+U_{2}\left(y_{1}\right) y_{2}(x)}{\Delta(\rho)} \tag{23}
\end{equation*}
$$

Using asymptotic formulas (3), we can write the following:

$$
\begin{gathered}
U_{1}\left(y_{2}\right) y_{1}(x)=e^{i \rho x}[1] \cdot[1]=e^{i \rho x}[1]=O(1),(\text { Rei } \rho \leq 0) \\
U_{2}\left(y_{1}\right) y_{2}(x)=e^{-i \rho x}[1]\left(i \rho[1]-\left(a \rho^{2}+b\right) e^{i \rho[1]}=a \rho^{2} e^{-i \rho(1-x)}[1]=O\left(e^{\tau}\right)\right.
\end{gathered}
$$

Note that these asymptotic formulas uniformly satisfy with respect to the variable $x \in$ $[0,1]$. Considering these asymptotic formulas in (23), we obtain that as $|\rho| \rightarrow \infty$, the increase in the numerator of the fraction in $(23)$ is like $O\left(e^{\tau}\right)$. On the other hand, taking into account the inequality (11) and the above estimate of the increase in the numerator of the fraction in (23), for sufficiently large $|\rho|$ in the domain $Q_{\delta}$ the following estimate

$$
\begin{equation*}
|h(x, \rho)| \leq M_{\delta}^{\prime} e^{-\tau} \leq \frac{M_{\delta}^{\prime}}{|\rho|^{2}} \tag{24}
\end{equation*}
$$

is obtained, here the constant $M_{\delta}^{\prime}$ is independent of $\rho$.
Now, let us estimate the function $\phi(x, \rho)$. Taking into account the asymptotic formulas (3) in the following expressions

$$
z_{1}(\xi)=\frac{y_{1}(\xi)}{W(\xi)}, \quad z_{2}(\xi)=-\frac{y_{2}(\xi)}{W(\xi)}
$$

we have:
$\left.\left.z_{1}(\xi)=\frac{y_{2}(\xi)}{\left|\begin{array}{cc}y_{1}(\xi) & y_{2}(\xi) \\ y_{2}^{\prime}(\xi) & y_{2}^{\prime}(\xi)\end{array}\right|}=\frac{e^{-i \rho \xi}[1]}{\left|\begin{array}{cc}e^{i \rho \xi}[1] & e^{-i \rho \xi}[1] \\ i \rho e^{i \rho \xi}[1] & -i \rho e^{-i \rho \xi}[1]\end{array}\right|}=\frac{e^{-i \rho \xi}[1]}{\left.i \rho \left\lvert\, \begin{array}{cc}{[1]} & {[1]} \\ & {[1]}\end{array}\right.\right][1]} \right\rvert\, \begin{array}{ll}-2 i \rho\end{array}\right]=\frac{e^{-i \rho \xi}}{2 \rho} e^{-i \rho \xi}[1]$

$$
z_{2}(\xi)=-\frac{y_{1}(\xi)}{\left|\begin{array}{cc}
y_{1}(\xi) & y_{2}(\xi)  \tag{26}\\
y_{1}^{\prime}(\xi) & y_{2}^{\prime}(\xi)
\end{array}\right|}=-\frac{e^{i \rho \xi}[1]}{\left|\begin{array}{cc}
e^{i \rho \xi}[1] & e^{-i \rho \xi}[1] \\
i \rho e^{i \rho \xi}[1] & -i \rho e^{-i \rho \xi}[1]
\end{array}\right|}=-\frac{e^{-i \rho \xi}[1]}{i \rho\left|\begin{array}{ll}
{[1]} & {[1]} \\
{[1]} & {[1]}
\end{array}\right|}=-\frac{i}{2 \rho} e^{i \rho \xi}[1]
$$

Consider the function $G(x, \xi, \rho)$ in the case of $x \geq \xi$ (the case of $x<\xi$ is considered similarly).
The determinant (12), which determines the function $G(x, \xi, \rho)$, can be transformed as follows: multiply the first column of the determinant by $\frac{1}{2} z_{2}(\xi)$, and the second column by $-\frac{1}{2} z_{1}(\xi)$ and add to last column. Using asymptotic formulas (3), (25), (26), we obtain the following formulas for the elements of the last column of the determinant in (15)

$$
\begin{gather*}
P_{1}=g(x, \xi)+\frac{1}{2} y_{1}(x) z_{2}(\xi)-\frac{1}{2} y_{2}(x) z_{1}(\xi)= \\
=\frac{1}{2} z_{1}(\xi) y_{2}(x)+\frac{1}{2} z_{2}(\xi) y_{1}(x)+\frac{1}{2} y_{1}(x) z_{2}(\xi)-\frac{1}{2} y_{2}(x) z_{1}(\xi)= \\
=y_{1}(x) z_{2}(\xi)=e^{i \rho x}[1]\left(\frac{-i}{2 \rho} e^{-i \rho \xi}\right)[1]=-\frac{i}{2 \rho} e^{i \rho(x-\xi)}[1]  \tag{27}\\
P_{2}=U_{1}(g)+\frac{1}{2} z_{2}(\xi) U_{1}\left(y_{1}\right)-\frac{1}{2} z_{1}(\xi) U_{1}\left(y_{2}\right)= \\
=-\frac{1}{2} z_{1}(\xi) U_{1}\left(y_{2}\right)-\frac{1}{2} z_{2}(\xi) U_{1}\left(y_{1}\right)+\frac{1}{2} z_{2}(\xi) U_{1}\left(y_{1}\right)- \\
-\frac{1}{2} z_{1}(\xi) U_{1}\left(y_{2}\right)=-z_{1}(\xi) U_{1}\left(y_{2}\right)=-\frac{i}{2 \rho} e^{-i \rho \xi}[1] \cdot[1]=-\frac{i}{2 \rho} e^{i \rho \xi}[1]  \tag{28}\\
P_{3}=-\frac{1}{2} z_{1}(\xi) y_{2}^{\prime}(0)-\frac{1}{2} z_{2}(\xi) y_{1}^{\prime}(0)-\frac{1}{2}\left(a \rho^{2}+b\right) z_{1}(\xi) y_{2}(1) \\
-\frac{1}{2}\left(a \rho^{2}+b\right) z_{2}(\xi) y_{1}(1)+\frac{1}{2} z_{2}(\xi) y_{1}^{\prime}(0) \\
-\frac{1}{2} z_{2}(\xi)\left(a \rho^{2}+b\right) y_{1}(1)-\frac{1}{2} z_{1}(\xi) y_{2}^{\prime}(0)+\frac{1}{2}\left(a \rho^{2}+b\right) z_{1}(\xi) y_{2}(1)= \\
=-z_{1}(\xi) y_{2}^{\prime}(0)-\left(a \rho^{2}+b\right) z_{2}(\xi) y_{1}(1)=i \rho[1] \frac{i}{2 \rho} e^{i \rho \xi}[1]- \\
\left(a \rho^{2}+b\right) e^{i \rho}[1]\left(-\frac{i}{2 \rho} e^{-i \rho \xi}[1]\right)=-\frac{1}{2} e^{i \rho \xi}[1]+\frac{\left(a \rho^{2}+b\right) i}{2 \rho} e^{i \rho(1-\xi)} \tag{29}
\end{gather*}
$$

Substituting formulas (27), (28), (29) into the formula (15) of the Green function, we obtain:

$$
G(x, \xi, \rho)=\frac{1}{\Delta(\rho)}\left|\begin{array}{ccc}
y_{1}(x) & y_{2}(x) & P_{1} \\
U_{1}\left(y_{1}\right) & U_{1}\left(y_{2}\right) & P_{2} \\
U_{2}\left(y_{1}\right) & U_{2}\left(y_{2}\right) & P_{3}
\end{array}\right|=\frac{e^{i \rho}}{\left(a \rho^{2}+b\right) \Delta_{0}(\rho)} \times
$$

$$
\times\left|\begin{array}{ccc}
e^{i \rho x}[1] & e^{-i \rho x}[1] & -\frac{i}{2 \rho} e^{i \rho(x-\xi)}[1] \\
i \rho[1]-\left(a \rho^{2}+b\right) e^{i \rho}[1] & -i \rho[1]-\left(a \rho^{2}+b\right) e^{-i \rho}[1] & \frac{a \rho^{2}+b}{2 \rho} i e^{i \rho(1-\xi)}[1]-\frac{1}{2} e^{i \rho \xi}[1]
\end{array}\right|
$$

Since the last formula contains $0 \leq x \leq 1, \quad 0 \leq \xi \leq 1, \quad x \geq \xi$ and $\operatorname{Re}(i \rho) \leq 0$ the powers of the exponents included in the determinant are complex numbers, the real part of which is not positive. We have shown that the function $\Delta_{0}(\rho)$ is bounded below by some positive number. Thus, the function $G(x, \xi, \rho)$ for large values of $\rho \in S_{0} \cap Q_{\delta}, 0 \leq \xi \leq x \leq 1$, and $|\rho|$ satisfies the following inequality

$$
\begin{equation*}
|G(x, \xi, \rho)| \leq \frac{C}{|\rho|} \tag{30}
\end{equation*}
$$

this inequality is satisfied uniformly with respect to the variables $x$ and $\xi$. Now, taking into account the inequalities (20) and (30), we obtain the following estimate for the solution $y(x, \rho)$ of equations (12), (18) for the fixed element $\hat{f} \in L_{p}(0,1) \oplus C$ :

$$
\begin{gather*}
\mid y\left(x, \rho\left|=\left|\int_{0}^{1} G(x, \xi, \rho) f(\xi) d \xi+h(x, \rho)\right| \leq\right.\right. \\
\leq \int_{0}^{1}|G(x, \xi, \rho)||f(\xi)| d \xi+\mid h(x, \rho \mid \leq \\
\leq \frac{C}{|\rho|}\left(\int_{0}^{1}|f(\xi)| d \xi+|\beta|\right) \leq \\
\leq \frac{C}{|\rho|}\|\hat{f}\|_{L_{p} \oplus C} \tag{31}
\end{gather*}
$$

Hence, we have the inequality

$$
\|y\|_{L_{p}} \leq \frac{C}{|\rho|}\|\hat{f}\|_{L_{p} \oplus C} .
$$

Since the estimate (31) is satisfied uniformly with respect to the variable $x \in[0,1]$, the estimate for $|y(1)|$ is obtained by writing $x=1$ in (31). Thus, the inequality (22) is true for each $\lambda \in \Omega_{\delta}$.

Theorem is proved.
Using the Theorem 3, let's prove the following theorem, which is the main result of this section.

Theorem 4. The system of eigen and associated elements of the operator $L$ is a complete and minimal system in the space $L_{p}(0,1) \oplus C, \quad 1<p<\infty$.

Proof. The minimality of the system of eigenvectors and associated vectors of the operator $L$ in the space $L_{p}(0,1) \oplus C, \quad 1<p<\infty$, is a consequence of the fact that the resolvent of the operator $L$ is a compact operator in this space [32]. Therefore, we prove the completeness of this system. According to Theorem 2, the resolvent of the operator
$L$ satisfies estimate (22). This estimate means that the resolvent $R(\lambda)=(L-\lambda I)^{-1}$ satisfies the inequality

$$
\begin{equation*}
\left\|R\left(\rho^{2}\right)\right\| \leq \frac{C_{\delta}}{|\rho|}, \rho \in Q_{\delta},|\rho| \geq r_{0} \tag{32}
\end{equation*}
$$

Let us assume that the system of root vectors of the operator $L$ is not complete in space $L_{p}(0,1) \oplus C$. Then there exists a vector $\hat{g} \in L_{q}(0,1) \oplus C$ orthogonal to all root subspaces of the operator $L$, i.e.

$$
\left\langle Q_{n} \hat{f}, \hat{g}\right\rangle=0, \forall \hat{f} \in L_{p}(0,1) \oplus C, n=0,1,2, \ldots,
$$

and hence $Q_{n}^{*} \hat{g}=0, n=0,1,2, \ldots$; here $Q_{n}$ denotes the Riesz projectors of the operator $L$ :

$$
Q_{n}=\frac{1}{2 \pi i} \oint_{\left|\lambda-\lambda_{n}\right|=r} R(\lambda) d \lambda .
$$

In this case it is obvious that $Q_{n}^{*}, n \in N_{0},\left(N_{0}=N \cup\{0\}\right)$, will be the Riesz projectors of the adjoint operator $L^{*}$. It follows that $R\left(\lambda, L^{*}\right) \hat{g}$ will be an entire function in the entire $\lambda$ - plane. On the other hand, based on estimate (32), the inequality

$$
\begin{equation*}
\left\|R\left(\lambda, L^{*}\right)\right\| \leq \frac{C_{\delta}}{|\lambda|^{\frac{1}{2}}}, \lambda \in \Omega_{\delta},|\lambda| \geq r_{0}^{2} \tag{33}
\end{equation*}
$$

is true. Then, by the maximum principle, inequality (33) is satisfied in the entire $\lambda$-plane and $R\left(\lambda, L^{*}\right) \hat{g} \rightarrow 0$ as $|\lambda| \rightarrow \infty$, and by Liouville's theorem this means that an entire function $R\left(\lambda, L^{*}\right) \hat{g}$ is a constant function. Then differentiating this function and taking into account that $\frac{d}{d \lambda} R\left(\lambda, L^{*}\right)=R^{2}\left(\lambda, L^{*}\right)$ we obtain that $R^{2}\left(\lambda, L^{*}\right) \hat{g}=0$. Since for all $\lambda \in \rho\left(L^{*}\right)$ the operator $R\left(\lambda, L^{*}\right)$ is single-valued, we obtain that $\hat{g}=0$, which means that the root vectors of the operator $L$ form a complete system in the space $L_{p}(0,1) \oplus C$. Theorem is proved.

From Theorem 4 it also follows that the system of eigenfunctions and associated functions of the spectral problem (1),(2) is overflowing in space $L_{p}(0,1)$, and in this system one function is superfluous. Therefore, we clarify the question of which function can be excluded from this system while maintaining the completeness and minimality properties. Let the system $\left\{\hat{z}_{n}\right\}_{n=0}^{\infty}$ be biorthogonal system to $\left\{\hat{y}_{n}\right\}_{n=0}^{\infty}$. It is a system of root vectors of the adjoint operator $L^{*}$ moreover $\hat{z}_{n}=\left(z_{n}(x), \bar{a} z_{n}(0)\right)$, where $z_{n}(x)$ is an eigenfunction or an associated function of the adjoint spectral problem (16),(17).

The following theorem is true.
Theorem 5. The system $\left\{y_{n}(x)\right\}_{n=0, n \neq n_{0}}^{\infty}$, obtained from the system of eigen and associated functions $\left\{y_{n}(x)\right\}_{n=0, n \neq n_{0}}^{\infty}$, of the spectral problem (1),(2) after removing any eigenfunction $y_{n_{0}}(x)$, corresponding to a simple eigenvalue, is complete and minimal in the space $L_{p}(0,1), 1<p<\infty$. In this case, the biorthogonal system has the form $\left\{\vartheta_{n}(x)\right\}_{n=0, n \neq n_{0}}^{\infty}$, where

$$
\vartheta_{n}(x)=z_{n}(x)-\frac{z_{n}(0)}{z_{n_{0}}(0)} z_{n_{0}}(x) .
$$

Proof. As follows from Theorem 1, a sufficient condition for the completeness and minimality of the system $\left\{y_{n}(x)\right\}_{n=0, n \neq n_{0}}^{\infty}$ is the condition $z_{n_{0}}(0) \neq 0$. For any simple eigenvalue $\lambda_{n_{0}}$ this condition is satisfied, because, otherwise, we get that the function $z_{n_{0}}(x)$ is a solution to equation (16), satisfying the initial conditions $z_{n_{0}}(1)=0, z^{\prime}{ }_{n_{0}}(1)=$ 0 , so this solution is trivial, i.e. $z_{n_{0}}(x) \equiv 0$, which contradicts the fact that it is an eigenfunction. Thus, the assertion of the theorem follows from Theorem 1.

## Acknowledgement

The author expresses his gratitude to his supervisor, MD. T.B. Kasumov for setting of the problem and for support in its implementation.

## References

[1] Atkinson F.B. Discrete and continuous boundary value problems. Moscow, Mir, 1968, 749 p.
[2] Tikhonov A.N., Samarskii A.A. Equations of Mathematical Physics. Moscow, Nauka, 1977, 766 p.
[3] N.Yu. Kapustin, E.I. Moiseev Spectral problems with the spectral parameter in the boundary condition // Diff. Uravn. , 1997, v.33, No. 1, p. 115-119.
[4] Gomilko A.M., Pivovarchik V.N. On bases of eigenfunctions of boundary problem associated with small vibrations of damped non smooth inhomogeneous string // Asympt. Anal. 1999., v. 20 No. 3-4, p.301-315.
[5] N. B. Kerimov, V. S. Mirzoev On the Basis Properties of One Spectral Problem with a Spectral Parameter in a Boundary Condition // Sib. Math. J. 2003, v.44, No 5, pp.1041-1045.
[6] Kerimov N.B., Poladov R.G. On basicity in of the system of eigenfunctions of one boundary value problem II // Proc. IMM NAS Azerb., 2005, v.23, p. 65-76.
[7] Kerimov N.B., Aliyev Z. S.On the basis properties of eigenfunctions of a spectral problem with a spectral parameter in the boundary condition // Dokl. RAN, 2007, v.412, No 1, pp. 18-21.
[8] Marchenkov D.B. On the convergence of spectral expansions of functions for problems with a spectral parameter in a boundary condition// Differential Equations, 2005, vol. 41, No. 10, pp. 1496-1500.
[9] Marchenkov D.B. Basis property of the system of eigenfunctions corresponding to a problem with a spectral parameter in the boundary condition// Differential Equations, 2006, vol. 42, No. 6, pp. 905-908.
[10] Gasymov T.B., Mammadova Sh.J. On convergence of spectral expansions for one discontinuous problem with spectral parameter in the boundary condition // Trans. Of NAS of Azerb. 2006,vol. XXVI, No4, p. 103-116.
[11] Gasymov T.B., Huseynli A.A. The basis properties of eigenfunctions of a discontinuous differential operator with a spectral parameter in boundary condition // Proc. of IMM of NAS of Azerb. vol. XXXV(XLIII), 2011, pp. 21-32.
[12] Shahriari M., Akbarfam J.A., Teschl G. Uniqueness for inverse Sturm-Liouville problems with a finite number of transmission conditions. J.Math. Anal. Appl. 395. 1929(2012).
[13] Shahriari M. Inverse Sturm-Liouville Problem with Eigenparameter Dependent Boundary and Transmission Conditions. Azerb. J. Math., 4(2) (2014), 16-30.
[14] Kerimov N.B., Maris E.A. On the basis properties and convergence of expansions in terms of eigenfunctions for a spectral problem with a spectral parameter in the boundary condition// Proceedings of IMM of NAS of Azerbaijan, 2014, v.40, Special Issue, pp. 245-258.
[15] Bilalov B.T., Gasymov T.B. On bases for direct decomposition. Doklady Mathematics. 93(2) (2016).pp 183-185.
[16] Bilalov B.T., Gasymov T.B. On basicity a system of eigenfunctions of second order discontinuous differential operator // Ufa Mathematical Journal, 2017, v. 9, No 1, p.109-122.
[17] G.V. Maharramova. On the completeness of eigenfunctions of a second-order differential operator, Journal of Contemporary Applied Mathematics, v.8, No. 2, 2018, c. $45-55$.
[18] Gasymov T.B., G.V. Maharramova. The stability of the basis properties of multiple systems in a Banach space with respect to certain transformations // Caspian Journal of Applied Mathematics, Ecology and Economics. V. 6, No 2, 2018, December, p. 6677.
[19] Gasymov T.B, Maharramova G.V., Mammadova N.G. Spectral properties of a problem of vibrations of a loaded string in Lebesgue spaces. Transactions of NAS of Azerbaijan, Issue Mathematics, 38(1), 62-68(2018), Series of Physical-Technical and Mathematical Sciences.
[20] Gasymov T.B, Maharramova G.V., Jabrailova A.N. Spectral properties of the problem of vibration of a loaded string in Morrey type spaces. Proceedings of the Institute of Mathematics and Mechanics, National Academy of Sciences of Azerbaijan, Volume 44, Number 1, 2018, Pages 116-122.
[21] Bilalov B.T., Gasymov T.B., Maharramova G.V. Basis Property of Eigenfunctions in Lebesgue Spaces for a Spectral Problem with a Point of Discontinuity, Diff. Uravn., 2019, v.55, No 12, pp. 1-10.
[22] Maharramova G.V. Properties of Eigenvalues and Eigenfunctions of a Spectral Problem with Discontinuity Point // Caspian Journal of Applied Mathematics, Ecology and Economics V. 7, No 1, 2019, July, pp.114-125.
[23] Gasymov T.B., Maharramova G.V., T.F. Kasimov, Completeness and minimality of eigenfunctions of a spectral problem in spaces $\boldsymbol{L}_{\boldsymbol{p}} \oplus \boldsymbol{C}$ and $\boldsymbol{L}_{\boldsymbol{p}}$ Journal of Contemporary Applied Mathematics, v.10, No 2, 2020, pp.84-100.
[24] T.B.Gasymov, A.M.Akhtyamov, N.R.Ahmedzade. On the basicity of eigenfunctions of a second-order differential operator with a discontinuity point in weighted Lebesgue spaces // Proceedings of the Institute of Mathematics and Mechanics, National Academy of Sciences of Azerbaijan, Volume 46, Number 1, 2020, Pages 32-44.
[25] Maris E.A., Goktaş S. On the spectral properties of a Sturm-Liouville problem with eigenparameter in the boundary condition. Hacet. J. Math. Stat., Volume 49 (4) (2020), 1373 - 1382
[26] Goktaş S., Maris E.A. The uniform convergence of Fourier series expansions of a Sturm-Liouville problem with boundary condition which contains the eigenparameter. Commun.Fac.Sci.Univ.Ank.Ser. A1 M ath. Stat., Volume 70, Number 1, Pages 205215 (2021)
[27] Gasymov T.B. On necessary and sufficient conditions of basicity of some defective systems in Banach spaces // Trans. NAS Azerb., ser. phys.-tech. math. sci., math.mech., 2006, v.26, No 1, p.65-70.
[28] Gasymov T.B., Garayev T.Z. On necessary and sufficient conditions for obtaining the bases of Banach spaces // Proc. of IMM of NAS of Azerb.2007. vol XXVI(XXXIV). P. 93-98.
[29] M. A. Naimark, Linear Differential Operators. Moscow: Nauka, 1969, 526 p.
[30] Kato T. Perturbation Theory for Linear Operators. Moscow: Mir, 1972, 740 p.
[31] V.E. Lyantse, O.G. Storozh, Methods of the theory of unbounded operators, Naukova Dumka, Kyiv, 1983. 212 p.
[32] Neilson Dunford and Jacob T. Schwartz Linear Operators, Part 3: Spectral Operators, Moscow: Mir, 1971, 661 p.

## Tehran Gasimov

Azerbaijan Technical University, Ganja, Azerbaijan
E-mail: tehransend@mail.ru
Received 26 June 2021
Accepted 25 October 2021

